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 MIT Tech Review (Dec 2022)

https://www.technologyreview.com/2022/12/16/1065005/generative-ai-revolution-art/
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 MIT Tech Review (Dec 2022)

 Reuters (Feb 2023) 

https://www.technologyreview.com/2022/12/16/1065005/generative-ai-revolution-art/
https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-base-analyst-note-2023-02-01/


Over-hyped and misleading “concerns” 
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 The New York Times (May 2023) 

https://www.nytimes.com/2023/05/30/technology/ai-threat-warning.html
https://www.nytimes.com/2023/05/30/technology/ai-threat-warning.html
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 The New York Times (May 2023) The Guardian(May 2023)

https://www.nytimes.com/2023/05/30/technology/ai-threat-warning.html
https://www.theguardian.com/technology/2023/may/02/geoffrey-hinton-godfather-of-ai-quits-google-warns-dangers-of-machine-learning


Over-hyped and misleading “concerns” 
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 Politico (Sep 2023) 

https://www.politico.eu/article/rishi-sunak-artificial-intelligence-pivot-safety-summit-united-kingdom-silicon-valley-effective-altruism/


Over-hyped and misleading “concerns” 
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Gebru and Torres(2024) 

https://firstmonday.org/ojs/index.php/fm/article/view/13636/11606
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Gebru and Torres(2024) 

https://firstmonday.org/ojs/index.php/fm/article/view/13636/11606


"Hallucination”, fabricating text that appear factual and authentic but is in f﻿act
nonsensical
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Bloomberg (Apr 2024) 

https://www.bloomberg.com/news/articles/2024-04-18/who-s-new-ai-health-chatbot-sarah-gets-many-medical-questions-wrong?srnd=undefined


 "Hallucination”, fabricating text that appear factual and authentic but is in f﻿act
nonsensical

Abebab Kim et al., (2024) 

Over 50% of book summaries (incl by Claude Opus and GPT-4) were
identified as containing factual errors and errors of omission.

https://arxiv.org/pdf/2404.01261.pdf


Generate and spread misinformation at a massive scale 
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The AI Democracy Projects (Feb 2024)

https://www.proofnews.org/content/files/2024/02/SeekingReliableElectionInformationDontTrustAI.FullReport-Methodology.pdf
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The AI Democracy Projects (Feb 2024)

https://www.proofnews.org/content/files/2024/02/SeekingReliableElectionInformationDontTrustAI.FullReport-Methodology.pdf


Resource intensive, mass﻿ive energy consum﻿ption 
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Bloomberg (21 June 2024)

In the UK, AI is expected to suck
up 500% more energy over the

next decade. “the kind of
electricity growth that hasn’t
been seen in a generation.”

Goldman Sachs

https://www.bloomberg.com/graphics/2024-ai-data-centers-power-grids/?accessToken=eyJh[%E2%80%A6]OEEwQjkzQzdGMiJ9.-P7yra8PL0AyX8jyTPjLw2iYHSh7QFnVtdFN4SzhyAc&leadSource=uverify%20wall


Resource intensive, mass﻿ive energy consum﻿ption 
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(Parshley , March 2024)

https://jacobin.com/2024/06/ai-data-center-energy-usage-environment
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The Atlantic (March 2024)

https://www.theatlantic.com/technology/archive/2024/03/ai-water-climate-microsoft/677602/


Centralize power in the hands o﻿f the few 
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The percent of papers with Big Tech author affiliations increased from 11% to 58%.

Birhane et al., (ACM FAccT 2022)

https://dl.acm.org/doi/pdf/10.1145/3531146.3533083
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Centralize power in the hands o﻿f the few 
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In 2015 Apple ranked 53.
Lobby budget went up

from €750,000 to €6.5m. 



Trained on massive a﻿mounts of data from the WWW 
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Birhane and Prabhu (IEEE WACV 2021)

https://ieeexplore.ieee.org/abstract/document/9423393?casa_token=N1jj8_eKQ6gAAAAA:0xDZJHkQ34J8guSBeVg4se2uvo_Tx0wI1YuuePTjXcaazWc1o1YshqD-rmC8DxQ3Bp8EFf3wnQ


Trained on massive a﻿mounts of data from the WWW 
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Birhane et al., (2022)

https://arxiv.org/pdf/2110.01963.pdf?trk=public_post_comment-text


Trained on massive a﻿mounts of data from the WWW 
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https://arxiv.org/pdf/2110.01963.pdf?trk=public_post_comment-text


Hate scaling 
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Birhane et al., (NeurIPS D&B Track 2024)

https://arxiv.org/pdf/2306.13141.pdf?trk=public_post_comment-text
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Birhane et al., (NeurIPS D&B Track 2024)

https://arxiv.org/pdf/2306.13141.pdf?trk=public_post_comment-text


Misclassification 
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Model audit 
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Encode and ex﻿acerbate social and historical negative stereotypes 
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 DALL-E (Birhane, Sep 2022)



Stable Diffusion
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 Stable Diffusion (Birhane, April 2023)



Midjourney 
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npr (Oct 2023) 

https://www.npr.org/sections/goatsandsoda/2023/10/06/1201840678/ai-was-asked-to-create-images-of-black-african-docs-treating-white-kids-howd-it-


Downstream impacts 

Abebab rest of world (Oct 2023) 

WaPo (Nov 2023) 

https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-stereotypes/
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WaPo (Nov 2023) 

https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-stereotypes/
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WaPo (Nov 2023) 

https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-stereotypes/
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In 2020, 63% of food stamp recipients
were White & 27% Black, according to

data from the Census Bureau’s Survey.
Yet, when we prompted the technology  

[...] it generated only non-White and
primarily darker-skinned people."

WaPo (Nov 2023) 

https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-stereotypes/


Overhyped, deceptive and overinflated claims 
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Merchant et al., (2023)

https://www.nature.com/articles/s41586-023-06735-9
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Cheetham & Seshadri (2024)

https://pubs.acs.org/doi/10.1021/acs.chemmater.4c00643


Overhyped, deceptive and overinflated claims 
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Bloomberg (2023)

https://www.bloomberg.com/news/articles/2023-12-07/ai-fast-food-drive-thrus-need-human-workers-70-of-time
https://pubs.acs.org/doi/10.1021/acs.chemmater.4c00643


Overhyped, deceptive and overinflated claims 
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engadget (April 2024)

https://www.engadget.com/amazon-just-walked-out-on-its-self-checkout-technology-191703603.html?guccounter=1
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BBC (June 2024)

https://www.engadget.com/amazon-just-walked-out-on-its-self-checkout-technology-191703603.html?guccounter=1
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“A watercolor painting of mother Teresa fighting against poverty” Copilot
courtesy of Pɾҽɱ Kυɱαɾ Aραɾαɳʝι  (May, 2024)



Overhyped, deceptive and overinflated claims 
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“catfish” Stable Diffusion (Birhane, April 2023)



Uneven distribution of harms, benefits, & responsibility
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Bloomberg (March 2024)

https://www.bloomberg.com/graphics/2024-openai-gpt-hiring-racial-discrimination/?leadSource=uverify%20wall


Uneven distribution of harms, benefits, & responsibility
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It might be tempting to point to the smart
technologies we carry around our pockets and

exclaim that “we are all caught inside the digital
dragnet!” But the fact is, we do not all experience

the danger of exposure in equal measure.

Benjamin (2019)



Uneven distribution of harms, benefits, & responsibility
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Access Now (March 2024)

https://www.accessnow.org/press-release/ai-act-failure-for-human-rights-victory-for-industry-and-law-enforcement/


False dichotomy
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Optimisim vs pessimism 
Scientific rigour are thrown out when it
comes to current AI 

transparency 
open sourcing 
replicability 
reproducibility 
accountability 

Regulation vs innovation 



Takeaways
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Current AI narratives are plagued by hypothetical
concerns and misleading claims

Current AI systems disproportionately harm minoritised
communities

Future AI systems could be more equitable with legally
enforceable transparency and better dataset curation
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Recommendations
For institutions and companies integrating gen AI: 

Beware  of limitations and drawbacks
Fact-check and assess outputs 
Don’t cut corners by deploying gen AI 

For AI developers:
Incentive structures that reward equity and accountability  
Cultivate systems and solutions that shift power 

These problems as annoying obstacles, as opposed to fundamental
flaws that need addressing -- shift in attitude
Input and active participation in key decision-making from
impacted communities 
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Recommendations
For regulators: 
Accountability mechanisms that reflect uneven power
distribution

Declaration of competing/conflict of interest with regulatory input
from big tech
Resources for data work & research that identifies harm 


